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For the LEAP-ASIA-2018 exercise, a centrifuge test was conducted in parallel at 9 
centrifuge facilities including the University of California, Davis (UCD). The experiment 
consisted of a submerged clean sand with a 5-degree slope subject to 1 Hz ramped sine 
wave base motions in a rigid container. This paper explains several details of the 
experiment at UCD, including experiment results, implementation of high-speed cameras 
and GEO-PIV software to measure slope deformation, and the presence of vertical 
accelerations due to the Coriolis effect, and how they might affect model performance. In 
addition, this paper presents data from both Type A and Type B tests, implementing 
conventional and generalized centrifuge scaling law, respectively,  

 

 

 

 

 

 

 

 

 

 



 
 

1 .  I n t r o d u c t i o n   
 

The current phase of LEAP, LEAP-ASIA-2018, involved centrifuge experiments 
conducted at 9 different research facilities, including the University of California Davis (UCD). 
The experiment, similar to LEAP-UCD-2017 and LEAP-GWU-2015, consisted of a submerged 
clean sand slope deposit sloped at 5-degrees, subjected to a 1 Hz ramped sine wave ground motion 
inputted at the base of the model container. The experiments were performed on the 1m radius 
Schaevitz centrifuge at the Center for Geotechnical Modeling at UCD. The 1m centrifuge performs 
shaking in the circumferential direction of the centrifuge. Detailed specifications by Kutter et al. 
(2019) were provided to facilitate replicability amongst different centrifuge facilities. LEAP-
ASIA-2018 set out with goals of filling in gaps and further extending/confirming the trends 
obtained in LEAP-UCD-2017 as well as validating generalized scaling laws (Iai et al. 2005). 
Discussed in these proceedings are model specifications, achieved input motions, sensor results, 
unique aspects of three centrifuge models, referred to as UCD4, UCD5, and UCD6. 

 

2 .  U C  D a v i s  T e s t  S p e c i f i c  I n f o r m a t i o n  
 

2.1 Description of the Model and Instrumentation 

The same container was used for the UCD experiments as during the LEAP-UCD-2017 
exercise (Carey et al. 2019) The container dimensions are 457.2 mm (L) x 279.4 mm (W) x 177.8 
mm (H). As in 2017, 25.4 mm thick plastic plates were placed on each end wall of the rigid 
container to obtain the 457.2 mm length. The plastic plates were placed to ensure that the soil 
would remain completely submerged at 1 g without spilling out of the container when the water 
surface curved during spinning. Figure 1 details the test geometry, sensor locations, PVC blocks, 
and approximate fluid level during spinning in model scale.  

Modeling a flat surface under a radial g-field requires a curved surface with the same radius 
of curvature as the imposed g-field. A slope relative to the radial g-field is described theoretically 
by a log-spiral. Carey et al. (2017) showed that a log spiral can be approximated by rotating a 
circular arc by 5 degrees. The maximum error in model depth between the log-spiral surface and 
that of the circular arc is 2.2%. Figure 2 shows the procedure for vacuuming the curved surface 
using a wooden template and flat head vacuum attachment. 



 
 

 

Figure 1: Model geometry and sensor layout (dimensions in model scale) 

 

 

Figure 2: Wooden template and vacuum tool used to approximate the log spiral surface 

 
2.1 Sensors 

The number of sensors placed in the model was limited by the capacity of the data 
acquisition system; therefore, only the required pore pressure transducers (P1, P2, P3, P4, P9 & 
P10) and accelerometers (AH1, AH2, AH3, AH4, AH11, AH12, AV1, AV2) were included. 
Specified locations of each sensor are shown in Figure 1. 

2.2 Scaling Laws 

The scaling laws for LEAP-ASIA-2018 were provided by (Iai et al. 2005). In these 
specifications, a factor   was defined as the virtual 1 g scaling factor, leaving   as the centrifuge 

scaling factor, and    as the generalized scaling factor. Figure 3 provides the schematic of 

generalized centrifuge scaling with factors  and  . Table 1 provides the generalized scaling 

relationships for centrifuge experiments. Two models were tested using conventional scaling laws 



 
 

 1  , while one model was tested using the generalized scaling law and a virtual scale factor 

of 2  . Table 2 lists the scaling factors used for each experiment.  

 

 

Figure 3: Generalized scaling schematic 

 

Table 1: Generalized scaling relationships 
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Table 2: Scaling factors used for the 3 UCD experiments 

 Virtual 1 g scale 
factor,    

Centrifuge scale 
factor,    

UCD4 1 43.75 
UCD5 2 21.9 
UCD6 1 43.75 

 

2.3 CPT Re-Calibration 

In flight cone penetrometer (CPTs) measurements were made using a device described by 
Carey et al. (2018b). The device uses an internal rod, protected by an outer sleeve to transmit cone 
tip forces to a load cell. During final assembly of the CPT device the internal rod was threaded 
into the load cell until a preload of 4 to 9 N on the tip O-ring was achieved, using a procedure 
summarized by Carey et al. (2018b), and described in detail in the documents distributed with the 
equipment. Preloading the tip O-ring ensures the gap between the cone shoulder and sleeve is 
closed and by specifying the preload minimizes variable preloads. The assembled device was 
calibrated at the Center for Geotechnical Modeling at UC Davis. A calibration load cell was 
attached to the top of the rigid aluminum block to record total force as the cone tip was push into 
soft plastic using a pneumatic actuator. The difference between the force measured with the CPT 
device load cell and calibration load cell is attributed compression of the top o-ring and friction 
between the internal bracing O-rings. Carey et al. (2018b) showed the magnitude of the friction 
varied linearly with the cone tip force and therefore could be corrected using a calibration factor. 
The calibration factor was applied to the measure cone tip force and the assembled device was 
checked once more to ensure the recorded force at the tip was identical to the calibration load cell. 
The calibration process was done prior to UCD4. 
 

3 .  R e s u l t s  
 

3.1 Achieved Dry Densities 
 

UCD performed 3 experiments with varying target densities. The measured dry densities 
were calculated by the measurement of mass and volume. A more detailed explanation of the 
method used to measure the volume of each model is described in Carey et al. (2019). Table 3 lists 
the measured dry density of each finished model. Densities were achieved by dry pluviation 
through a No. 16 sieve with 3 slots Kutter et al. (2019) from a standard drop height, adjusted at 
each 11.4 mm lift. UCD4 and UCD5 models were pluviated through 1.2 mm wide slots from a 660 
mm drop height. UCD 6 was pluviated though 10.3 mm wide slots from a 325 mm drop height. 

Table 3: Measured dry densities for the 3 UCD experiments 
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UCD4 1713 
UCD5 1712 
UCD6 1658 



 
 

 
 
3.2 Achieved Sensor Locations 
 

All sensors were placed in accordance with specifications for LEAP-ASIA-2018. Sensors 
were placed by measurement scales which are used to measure final locations; therefore, sensor 
locations were placed within measurement error of their specified locations. Final locations were 
measured during excavation at the end of each experiment; these are listed in the LEAP-ASIA-
2018 test template. 

3.3 Achieved Ground Motions 
 

The ground motion intensity parameter, PGAeffective, introduced by Kutter et al. (2019) was 
used to characterize the achieved input motions of each model. By filtering the measured input 
motions, they can be broken into their constituents, a 1 Hz signal and superimposed higher 

frequencies. Then, PGAeff is calculated as 1

1

2eff Hz HFPGA PGA PGA  .  

Table 4 (a): Destructive Motion 1 PGA for the 3 UCD experiments 

 Destructive Motion 1 
 PGAraw (g) PGAeff (g) PGA1Hz (g) PGAHF (g) 

UCD4 0.191 0.191 0.161 0.059 

UCD5 0.154 0.150 0.131 0.038 

UCD6 0.150 0.143 0.123 0.041 

 

Table 4 (b): Destructive Motion 2 PGA for the 3 UCD experiments 

 Destructive Motion 2 
 PGAraw (g) PGAeff (g) PGA1Hz (g) PGAHF (g) 

UCD4 0.428 0.341 0.249 0.182 

UCD5 0.341 0.299 0.241 0.117 

UCD6 0.216 0.192 0.165 0.055 

 

Table 4 (c): Destructive Motion 3 PGA for the 3 UCD experiments 

 Destructive Motion 3 
 PGAraw (g) PGAeff (g) PGA1Hz (g) PGAHF (g) 

UCD4 NA NA NA NA 

UCD5 NA NA NA NA 

UCD6 0.513 0.391 0.269 0.245 

 



 
 

 

3.3 Accelerometer Reading during Destructive Motions 
 

The acceleration time histories of the input base motions, and the central array of four 
horizontal accelerometers (AH1, AH2, AH3, and AH4), during each destructive motion are shown 
in Figure 4. The input base motion is taken as the average of the time history recorded from AH11 
and AH12. The acceleration time histories of the two vertical accelerometers (AV1 and AV2) 
during each destructive motion are shown in Figure 5. 

 

Figure 4: Horizontal acceleration time histories for UCD4, UCD5, and UCD6 

 



 
 

 

Figure 5: Vertical acceleration time histories for UCD4, UCD5, and UCD6 

 

 UCD4 
o Destructive Motion 1: Slight amplification of the base motion as observed, especially in 

the top two accelerometers (AH3 and AH4). Accelerometers throughout the model 
remained in phase during the motion. This indicates the top layers may have undergone 
some small degree of nonlinearity, but the bottom remained rigid. 

o Destructive Motion 2: Amplification of the base motion is observed in all accelerometers, 
with increasing amplification at shallower depths. Overall, greater amplification occurred 
in M2 than M1. Dilation spikes only occurred in AH4, while AH3 and AH4 both lag the 
base motion, indicating more severe liquefaction at shallower depths.  

 UCD5 
o Destructive Motion 1: No amplification or phase lag occurred at any accelerometer, 

indicating the model behaved as a rigid body. There is little evidence of nonlinearity or 
liquefaction in the acceleration time history.  

o Destructive Motion 2: Amplification of the base motion is observed in all accelerometers, 
with increasing amplification at shallower depths. Similar to UCD4 M2, dilation spikes 



 
 

only occurred in AH4 and both AH3 and AH4 are out of phase with the base motion, 
indicating more severe liquefaction at shallower depths. 

 UCD6 
o Destructive Motion 1: This was the smallest motion performed during these three UCD 

experiments. Slight amplification of the base motion occurred in AH3 and AH4 from times 
12-16 s.  

o Destructive Motion 2: Amplification of the base motion occurred at AH3 and AH4. AH3 
and AH4 are slightly out of phase with the base motion. This indicates liquefaction 
occurred at shallow depths only, and at a less severe degree than other motions (e.g. UCD4 
DM2, and UCD5 DM2). Dilation spikes during this motion are small; however, this model 
is less dense than UCD4 and UCD6, so dilatancy is expected to be smaller. 

o Destructive Motion 3: Amplification of the base motion and dilation spikes occurred at 
each accelerometer, with increasing amplification and severity of the dilation spikes at 
shallower depths. AH2, AH3, and AH4 are out of phase with the base motion. This was 
the largest motion performed during these three UCD experiments, resulting in the most 
severe amplification, dilation spikes, and phase lag, indicating severe liquefaction.  

 

3.5 Excess Pore Pressures during Destructive Motions 
 

The excess pore pressures as recorded by the central array of pore pressure transducers (P1, 
P2, P3, and P4) are shown in Figure 5 and the excess pore pressures as recorded by the pore 
pressure transducers at the container ends (P9 and P10) are shown in Figure 6. 



 
 

 

Figure 6: Excess pore pressures at model center for UCD4, UCD5, and UCD6. The initial effective stress is approximately 
10, 20, 30, and 39 kPa at sensors P4, P3, P2, and P1, respectively 



 
 

 

Figure 7: Excess pore pressures at models ends for UCD4, UCD5, and UCD6 

 

 UCD4 
o Destructive Motion 1: The excess pore pressure approached the initial effective stress at 

sensors P3 and P4, but not at P1 or P2. Zero effective stress remained after the end of the 
motion (at 20 s), at P4, while excess pore pressure immediately started to dissipate at P3 
after the end of the motion. This implies sustained liquefaction at P4, unsustained 
liquefaction at P3, and no liquefaction at greater depths. 

o Destructive Motion 2: Zero effective stress was reached at sensors P2, P3, and P4. Zero 
effective sustained at P3 and P4, but not P2. This implies sustained liquefaction at P3 and 
P4, unsustained liquefaction at P2, and no liquefaction at the base of the container. Zero 
effective stress at the base of the container is difficult to reach, as no excess pore pressure 
is generated due to an upward hydraulic gradient.  

 UCD5 
o Destructive Motion 1: Zero effective stress was not reached at any depth, indicating 

liquefaction did not occur during this motion. Due to the lack of liquefaction and initially 
dense state, Destructive Motion 1 could likely be considered a non-destructive event and 
Destructive Motion 2 might be considered by some to be the first destructive motion. 



 
 

o Destructive Motion 2: Zero effective stress was reached at sensors P2, P3, and P4. Zero 
effective stress remained after the end of the motion at P3 and P4, but not P2. This 
implies sustained liquefaction at P3 and P4, unsustained liquefaction at P2, and no 
liquefaction at the base of the container. 

 UCD6 
o Destructive Motion 1: Zero effective stress was reached at sensors P2, P3, and P4. Zero 

effective stress remained after the end of the motion at P4, excess pore pressure started to 
dissipate after the end of the motion at P3, and excess pore pressure started to dissipate 
before the end of the motion at P2. This implies sustained liquefaction only at shallow 
depths. 

o Destructive Motion 2: Zero effective stress was reached at sensors P3 and P4. Zero 
effective stress remained after the end of the motion at P4, while excess pore pressure 
immediately started to dissipate after the end of the motion at P3. Overall, less excess 
pore pressure was generated during Destructive Motion 1 than Destructive Motion 2 even 
though the effective PGA was greater in Destructive Motion 2. This implies the model 
densified during Destructive Motion 1. 

o Destructive Motion 3: Zero effective stress was reached at sensors P2, P3, and P4. Zero 
effective stress remained after the end of the motion at P3 and P4, but not P2. This 
implies sustained liquefaction at P3 and P4, unsustained liquefaction at P2, and no 
liquefaction at the base of the container. 

3.6 Cone Penetration Test Results 
 

Three cone penetration tests were performed for UCD4, while four were performed for 
UCD5 and UCD6. For each model, CPT soundings were performed prior to the first destructive 
motion and following each destructive motion. An additional CPT sounding was performed at the 
end of the UCD5 experiment for additional evaluation of the applicability of the generalized 
scaling laws to penetration resistance. This will be discussed in more detail in the following 
paragraphs. All soundings were performed in unique locations within the model.  

 



 
 

 

Figure 8: CPT results from UCD4, UCD5, and UCD6 

 UCD4 

Three CPTs were performed during UCD4, one before each destructive motion, and 
one after the last destructive motion. Little change in the tip resistance occurred at any 
depth, indicating the model density did not change significantly between motions. This 
can be attributed to the model starting dense (DR≈ 80%). 

 UCD5 

Four CPTs were performed during UCD5, one before each destructive motion, and two 
after the last destructive motion. CPT1, CPT2, and CPT3 were performed with a centrifuge 
scaling factor of 21.9 and a virtual scale factor of 2. CPT4 was performed with a centrifuge 
scaling factor of 43.8 and a virtual scale factor of 1, as tests performed using conventional 
scaling laws. CPT4 was performed to assess the applicability of generalized scaling laws 
to cone penetration tests. CPT4 lies on top of CPT3, indicating that generalized scaling 
laws appear to work well for cone penetration tests in this sand.   

CPT2 showed greater tip resistance than CPT1, CPT3, or CPT4, which were all almost 
identical. Because all other CPTs were so similar and there were no signs of liquefaction 



 
 

during Destructive Motion 1 (DM1) in the PPT or accelerometer responses, this increase 
is more likely attributed to spatial variability of density than densification due to shaking. 
As in UCD4, densification likely did not occur because the model was dense to begin with 
and liquefaction was not sustained throughout the deposit. 

 UCD6 

Four CPTs were performed during UCD6, one before each destructive motion, and one 
after the last destructive motion. At 2 m depth, cone tip resistance increased 18% during 
DM1, 13% during DM2, and 12% during DM3. At 3 m depth, cone tip resistive increased 
16% during DM1, 9% during DM2, and 10% during DM3. The increased tip resistance 
can be attributed to densification, as this model began at a medium dense state (DR≈ 68%) 
and liquefaction increased in severity with successive destructive motions. 

Comparing to models of the same density, UCD6 to UCD3 (from LEAP-UCD-2017, 
Carey et al. 2019), UCD3 experienced 5% increase in tip resistance at 2 m depth over each 
destructive motion, significantly less than the 18% and 13% during DM1 and DM2 of 
UCD6, respectively.  

Figure 9 shows the correlation between cone tip resistances prior to the first destructive 
motions and measured dry density from LEAP-UCD-2017 data. The data points from 2017 tests 
are shown in black, while the data points from LEAP-ASIA-2018 are shown in color. Overall, the 
correlation was able to predict the measured dry density of UCD4, UCD5, and UCD6 at various 
depths. All test data used to build the correlation were taken from tests using conventional scaling 
laws; however, the correlation was able to predict the dry density from UCD5 which was 
performed using generalized scaling laws. This is a further indication that generalized scaling laws 
may be applicable to cone penetration tests. 

Figure 9: Comparison of CPT results to correlations from LEAP-UCD-2017 (2017 data in black) 

 

4 .  U n i q u e  A s p e c t s  o f  U C D  E x p e r i m e n t s  
 

4.1 GEO_PIV Surface Survey 
 
 LEAP-GWU-2015 showed inconsistent displacement patterns attributed to variability in 
hand measurements of surface markers (Kutter et al. 2018); thus, a better method for displacement 
measurement is necessary. Prior to now, there has been little success in using conventional sensors 
to monitor displacement of a submerged curved slope. Displacement transducers have been used, 



 
 

but others (Fiegel and Kutter 1994) have observed their measurements to be unreliable during 
liquefaction. During LEAP-UCD-2017, the UCD team designed and developed a new procedure 
for tracking lateral surface displacements of a centrifuge model using a wave suppressing window, 
GoPro cameras, and GEO-PIV software (Carey et al. 2018a). This procedure was implemented in 
UCD’s experiments for LEAP-ASIA-2018. The bottom of the wave suppressing window is located 
below the curved water surface to reduce distortion due to surface waves, like a glass-bottomed 
boat. A 57 mm gap between the window and the side walls of the container allows for a free water 
surface to ensure that window confinement does not cause water pressure oscillations. Five GoPro 
cameras are mounted above the acrylic window (Figures 10 and 11), each viewing through a 10x 
macro lens, allowing for a sharply focused image of the soil surface. Movement of the first and 
last surface are viewed by one camera each, while movement of the interior four surface markers 
(2-5) are viewed by two cameras each. Videos recorded from the five GoPro cameras are converted 
to a series of images using Matlab, then processed using GEO-PIV, a free software which has been 
used extensively for geotechnical applications and centrifuge testing (Stainer et al. 2015). 
Displacements are converted from pixels to mm using a process described in Carey et al. (2018a), 
with a specific calibration factor for each camera. Figure 12 shows a displacement time history of 
six centerline surface markers from UCD6 destructive motion 1 found using GEO-PIV and 
compares the final residual displacement to that measured by hand. 
 

 

Figure 10: Profile view of centrifuge container with acrylic glass window, GoPro cameras, and macro lenses 



 
 

 

Figure 11: Top view of centrifuge container with acrylic glass window, GoPro cameras, and macro lenses 

 

 

Figure 12: X-displacement time history (prototype scale) of 6 centerline surface markers during UCD6 DM1 

 

Another limitation in measuring surface displacements of centrifuge experiments is spatial 
density of measurement. The number of surface markers or displacement tranducers that can fit 
into a model is limited, making it difficult to characterize spatial variabillity of displacements 
during liquefaction. Using the procedure developed, a grid of patches, or areas to be tracked, across 
each image is defined during the GEO-PIV processing stage. For the UCD experiments, each 
image was processed using a patch size of 60 pixels square, which corresponds to approximately 



 
 

10-15 mm square in model space (this varies between cameras). Figures 12, 13, and 14 each show 
x, y, and z (all dimensions in model scale) displacements from UCD4, UCD5, and UCD6, 
respectively. Displacements in the x and y directions were found using GEO-PIV; some gaps in 
data are seen due to low image quality in these regions. For the centerband of patches, those within 
±40 mm of the container’s centerline, z-displacements were assigned by cubic sline interpolation 
between the centerline surface markers measurements (measured by hand). Although it is not 
reported here, Stone (2019) describes use of the camera data with principles of photogrammetry 
to deduce vertical displacements from regions tracked by more than one camera. 

 

 

Figure 13: Top view and centerline profile view of model scale displacements from GEO-PIV, surface makers 
measurements, and cubic spline interpolation during UCD4 DM1 

 



 
 

 

Figure 14: Top view centerline profile view of model scale displacements from GEO-PIV, surface makers measurements, 
and cubic spline interpolation during UCD5 DM 2 (almost no displacement during destructive motion 1) 

 

 

Figure 15: Top view and centerline profile view of model scale displacements from GEO-PIV, surface makers 
measurements, and cubic spline interpolation during UCD6 DM2 

 



 
 

4.2 Vertical Accelerations Due to the Coriolis Effect 

As shown in Figure 5, vertical accelerations were observed during each destructive motion. 
Two sources were hypothesized for their excitation: vertical rocking of the container and the 
Coriolis effect. Figure 16 shows the vertical acceleration time histories, taken as the average from 
accelerometers AV1 and AV2 on opposite ends of the container. When comparing these time 
histories to those seen in Figure 5, we no longer see the presence of a 3 Hz component, indicating 
that the 3 Hz component was due to rocking. This is corroborated in Figure 5 by observing that 
the 3Hz components of AV1 and AV2 are approximately180 degrees out of phase.  

The theoretical Coriolis acceleration for each destructive motion was calculated using the 
following vector cross product:  

     𝑎௦ = 2𝛺 × 𝑉                                (1) 

where 𝑉 is the found by time integration the input base acceleration and 𝛺 is the angular velocity 
of the spinning centrifuge. Figure 16 compares the theoretical Coriolis accelerations to the average 
recorded vertical accelerations. Superimposed on these time histories are the absolute cumulative 
normalized errors between theoretical and observed vertical accelerations. As well, the time at end 
of shaking is noted. During all destructive motions of UCD4 and UCD6, the vertical accelerations 
were under-predicted and free vibration after the end of shaking is observed. During UCD5, the 
vertical accelerations were over-predicted and no free vibrations after the end of shaking is 
observed. This indicates that vertical vibration resonance of the shaker system was activated during 
UCD4 and UCD6, but not during UCD5. This is possible because, due to the generalized scaling 
law, different shaking frequencies were used in UCD5 than in the other tests; although, all motions 
were intended to represent 1 Hz in prototype scale. UCD4 and UCD6 were performed with a 1 g 
scale factor (𝜇 = 1) and centrifuge scale factor (𝜂 = 43.8), thus requiring 43.8 Hz model scale 
input motion. UCD5 was performed with a 1 g scale factor (𝜇 = 2) and centrifuge scale factor 
(𝜂 = 21.9), thus requiring 36.8 Hz model scale input motion (see Table 1 for time scale factor 
equation). 

Vertical resonance of the container, excited by Coriolis force during UCD4 and UCD6 can 
be seen more easily in Figure 16 by observing that the error builds during shaking, especially at 
the beginning of shaking. However, in UCD5, the normalized error has reached approximately 
100% by the end of shaking. Another consequence of resonance is that vertical vibration continues 
after the end of shaker excitation (at Time = 20 s). 



 
 

 

Figure 16: Theoretical Coriolis acceleration versus average vertical acceleration for UCD4, UCD5, and UCD6 

 

4.3 Reverse Slope in UCD6 

The presence of vertical acceleration due to Coriolis effect may have other implications on 
model performance beyond the effect of additional vertical shaking cycles due to resonance. 
Because the Coriolis acceleration is a function of 𝑉 (found by integration of the horizontal base 
acceleration), it is 90-degrees out of phase with the horizontal base acceleration, resulting in an 
elliptical displacement trajectory of the container during shaking. Figure 17 (a) shows the 
container’s horizontal and vertical displacement time histories during UCD6 DM1. Horizontal 
displacement was found by double integration of the filtered base acceleration (average of AH11 
and AH12 processed through a 0.3-3 Hz 4th order bandpass filter). The vertical displacement was 
found by double integration of the filtered vertical acceleration (average of AV1 and AV2 
processed through a 0.3-3 Hz 4th order bandpass filter). As expected, the vertical displacement is 
out of phase with the horizontal displacement by 90-degrees, reinforcing the conclusion that the 
vertical accelerations are due to the Coriolis effect. This results in a counter-clockwise elliptical 
displacement trajectory (Figure 17 (b)); this is true for every UCD destructive motion.  



 
 

 

Figure 17 (a): Horizontal and vertical 
displacement time histories of model container 

during UCD6 DM1 

Figure 17 (b): Vertical /horizontal 
container displacement during UCD6 

DM1 
 

It was hypothesized that the direction of the container trajectory, with respect to the model 
slope, could affect model performance. To test this hypothesis UCD6 was built with a reversed 
slope, but at the same initial density (1658 kg/m3) as UCD3. Figure 18 shows slope orientations 
of UCD3 (left) and UCD6 (right) with respect to the counter-clockwise elliptical displacement 
trajectory of the container. The hypothesis is that counter-clockwise trajectory could inhibit 
downslope displacement for the UCD3 slope orientation and could exacerbate downslope 
displacement for the UCD6 slope orientation. Figure 19 compares hand measured lateral and 
vertical surface markers displacements from UCD3 DM1 and UCD6 DM1.  

 

 

Figure 18: Opposite slope geometry of two UCD models with respect to counter-clockwise elliptical displacement 
trajectory 

A larger base acceleration was input during UCD3 DM1 (PGAeff=0.174 g) than UCD6 
DM1 (PGAeff=0.137 g). This is reflected by the fact that UCD3 DM1 experienced larger lateral 
displacements than UCD6 DM1. However, Figure 19 also shows that vertical displacements were 
slightly greater in UCD6 than UCD3, the primary component of displacement in UCD6 being 
vertical.   

UCD3 Slope UCD6 Slope 



 
 

Figure 20 shows CPT soundings before and after DM1 from both UCD3 and UCD6. It is 
seen that CPT1 from UCD3 and UCD6 are almost identical, as the models began with the same 
initial density; however, UCD6 experienced greater increase in tip resistance, on average over the 
depth of the push, than UCD3. This may be attributed to densification during strong shaking. 
Although it is not conclusive, as this is only one test comparison, it might be that reversing the 
slope in UCD6 may have affected model performance, causing increased vertical settlement and 
densification for a smaller ground motion.  

It should be noted that vertical accelerations due to the Coriolis effect only occur if shaking 
occurs in the circumferential direction, and the influence of the Coriolis effect increases as the 
radius of the centrifuge arm decreases. Because the Coriolis acceleration is proportional to the 
angular velocity (Equation 1), it is inversely proportional to the square root of the centrifuge radius 
(Equation 2). 

                                       𝑎௦ = 2 ∗ ට
ఓ∗ఎ

ೝೠ
× 𝑉                                                 (2) 

 

 

Figure 19: Comparison of hand measured lateral and vertical surface marker displacements from UCD3 DM1 (left) and 
UCD6 DM1 (right). Each test is shown upslope to downslope as left to right for ease of comparison 

 



 
 

 

Figure 20: Comparison of CPT profiles before and after DM1 for UCD3 and UCD6 

 

5 .  M e t h o d  f o r  M e a s u r i n g  D r y  D e n s i t y  
 
The same density measurement method was used during the UCD Experiments for LEAP-

ASIA-2018 as were used for the UCD experiments for LEAP-UCD-2017 Carey et al. (2019). 
Density was calculated by mass and volume measurements at several points during model 
construction to check the target density was being reached consistently thought the model 
thickness. At each intermediate check, the surface was measured flat, 15 locations were measured 
then averaged, and the density was calculating using the mass of the lift. 

Reported density of the model used volume and mass measurement of the final curved 
surface. The model height was measured at 11 locations along 3 longitudinal lines of the final 
curved surface. Using AutoCAD, a curve was fit to the 11 points on the same longitudinal line. 
The area of each region was calculated, then the model volume was taken as the average of the 3 
cross section areas times the 279 mm width of the container. Density was then calculated using 
the final mass of the model. The LEAP-ASIA-2018 test template contains supplemental 
documentation of density calculation for each lift during construction, including the final curved 
surface. 

 

 

 

 



 
 

6 .  V i s c o u s  F l u i d  P r e p a r a t i o n  a n d  S a t u r a t i o n  
 

6.1 Viscous Fluid Preparation 
 

Methylcellulose was used for each UCD experiment to scale pore fluid viscosity in 
accordance with the generalized scaling law, 𝑣𝑖𝑠𝑐 =  𝑣𝑖𝑠𝑐௪௧ ∗ 𝜇.ହ ∗ 𝜂. Prior to centrifuge 
testing, several batches of viscous solution were mixed to determine the correct proportion of 
Dow, F50 Food Grade methylcellulose power and water, by mass, to achieve the desired 
viscosity. The ratio of mass of methylcellulose to mass of water for Type A (𝜇 = 1, 𝜂 = 43.75) 
and Type B (𝜇 = 2, 𝜂 = 21.89) tests was 2.2% and 1.8%, respectively. 

 
The methylcellulose was prepared in accordance with the chemical supplier 

recommendation for hot mixed solution. The procedure was as follows: 

1. Warm roughly ¼ of the required deionized water to 90 ℃. Add methylcellulose with a 
mass that is equal to 8.8% of mass of the deionized water.   

2. Mix solution for 45 minutes.  
3. Dilute the mixture with the same mass of water from step 1 at room temperature. Mix for 

additional 10 minutes. Following mixing the solution should be at roughly double 
concentration. 

4. Cool overnight. 
5. Using an approximately 200 g sample of the stock solution, 208 g of room temperature 

deionized water was added and mixed. Viscosity of the solution was checked using a 
Cannon instrument size 2 Ubbelohde viscometer.  

6. Step 5 was repeated if necessary, adjusting the amount of deionized water added, to 
determine the correct ratio of deionized water and stock until the desired viscosity is 
obtained.  

7. Lastly, the entire batch of Methylcellulose was mixed with the correct ratio of water and 
stock found in step 6. 

6.2 Saturation 

The same saturation procedure, as presented in Carey et al. (2019) was followed for each 
of the UCD models. Initially, the dry model and container were placed in a vacuum chamber. 97 
kPa of vacuum was applied, then the vacuum was shut off and the chamber was flooded with CO2, 
until the vacuum was reduced to 1-2 kPa. The CO2 flow was then shutoff and 97 kPa vacuum was 
reapplied. This cycle was repeated 2 more times. Following the third evacuation, the residual 

concentration of Nitrogen and Oxygen gas in the chamber should be ቀ
ଵଵ.ସିଽ

ଵଵ.ସ
ቁ

ଷ

= 0.008% of its 

initial concentration. The methylcellulose solution was de-aired and dripped on a sponge on the 
top surface of the sand to maintain a pool of de-aired methylcellulose solution in the lowest edge 
of the container. As the wetting front progressed towards the top of the model, the size of the pool 
was allowed to grow. The top corner of the slope was the last portion of the model to saturate in 
order to avoid entrapping residual gas within the model. 97 kPa vacuum was maintained 



 
 

throughout the infiltration of methylcellulose. Once the model was completely saturated and the 
surface submerged, the vacuum was slowly released. 

The degree of saturation was then checked using the method described in the specification 
(Kutter et al. 2019), modified from Okamura and Inoue (2012). The vacuum chamber was opened, 
and a tethered float, delineated with a 1 cm grid, was placed on the methylcellulose surface. Laser 
points were positioned on the container walls pointing downwards at the floating grid with a 5-
degree angle. The laser pointer and float configuration are shown in Figure 21 The transparent 
cover as placed back over the vacuum chamber and the locations of the lines from the lasers on 
the float were noted. A 10 kPa vacuum was applied, and the location of the laser lines were 
recorded again. Changes in the location of the laser lines is presumed to be caused by volume 
changes of trapped gas in the model. Using Boyle’s law (Carey et al. 2015) the volume of air and 
degree of saturation can be estimated. For all 3 experiments, no movement of the laser lines was 
observed, and the degree of saturation was estimated as better than 99.99%. The corresponding 
CO2 gas content is 0.01% of the viscous fluid volume, which could easily dissolve in the viscous 
fluid with time.  

 

Figure 21: Lasers positioned so lines make cross-hair at float on surface of methylcellulose 

 

7. C o n c l u s i o n s  

This paper describes the three experiments performed on the 1 m centrifuge at the 
University of California, Davis as part of the LEAP-ASIA-2018 exercise. Two experiments were 
performed using conventional centrifuge scaling laws, and one experiment was performed using 
generalized scaling laws. The model performance and results for multiple destructive ground 
motions were presented. Two unique aspect of the tests performed were also discussed: GEO-PIV 
surface surveying of each test and the implications of the Coriolis effect on model performance. 
Additionally, methods for measuring dry density, mixing viscous fluid, and model saturation are 
explained. 

Motion 1 in UCD5 did not cause liquefaction, which is evident by the low excess pore 
pressures and nearly rigid acceleration response. For this reason, Motion 2 in UCD4 may be better 



 
 

suited for comparisons. Liquefaction was observed for all other motions. A third, very large, 
destructive motion was performed in UCD6 to cover a broad range of ground motion intensities. 
Little to no change in cone tip resistance was observed in UCD4 or UCD5, due to their high initial 
densities; however, cone tip resistance increased during each destructive motion in UCD6, due to 
its initial medium dense state. A fourth CPT was performed at the end of UCD5, to compare 
soundings under conventional and generalized scaling; the results coincided nicely. 

GEO-PIV was used to survey surface displacements during each experiment. Its use 
allowed for time histories of displacement and greater spatial resolution of measurement. 
Displacement patterns were consistent with other sensors in their indication or liquefaction 
severity. Final displacements, as measured by GEO-PIV, also matched surface marker hand 
measurements reasonably well. 

The cause of non-specified vertical accelerations during each destructive motion were 
attributed to the Coriolis effect. Additional cycles of vertical shaking were measured in UCD4 and 
UCD6, attributed to resonance in the shaker system being activated by the input acceleration 
frequency. Integrating container mounted horizontal and vertical accelerometers showed the 
container displacement trajectories followed a counter-clockwise elliptical trajectory. Comparing 
surface marker and CPT data from two models of the same initial density (UCD3 and UCD6) were 
not conclusive but showed that slope orientation with respect to this orientation might affect model 
performance. 
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